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Abstract 
 
We consider feature selection for high-dimensional linear heteroscedastic models. 
Inspired by the connection between the linear heteroscedastic function and the 
interaction model, we propose a two-stage algorithm based on the multi-step orthogonal 
greedy algorithm and the high-dimensional information criterion to choose the relevant 
features in the aforementioned high-dimensional model. We prove selection 
consistency of the proposed method and illustrate its performance via numerical 
simulations and real data analysis. 
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